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1. The question which is going to occupy us is one of the fundamental problems of
this branch of analysis of hazards which, by departing from phenomena, goes back to
the causes. One could enunciate it in different ways: here is the simplest.

A vase contains white and black marbles of which one knows the total number, but
one does not know that which there is of each color. One removes from it a certain
number and, after having counted among those the whites and blacks and having put
them back into the vase, one demands the probability that the total of the white marbles
will not deviate from some limits as one will wish to assign. Or rather, one demands
the relation between the probability and the limits of which there is concern.

In order to imagine the importance of this question, let one be set in the place
of one who would be charged to receive a great number of objects subject to certain
conditions, and who, in order to be assured of these conditions, must give some time
to each object. The suppliers of the army have often to fulfill charges of this kind. For
them the marbles contained in the vase will represent the objects to receive, the whites
for example the objects which, fulfilling the requisite conditions, are acceptable, and
the blacks those which are not. The drawing of a certain number of objects, in order to
be assured of their color, will return to the review of one part of the objects to receive,
in order to recognize the quality of them. One will fix this part to five, six or seven
percent that one will take at random out of the total; next, after having recognized and
counted that which is able to be received, one will determine the probability, that the
total of the acceptable objects does not deviate from the limits that one will be able
to assign in advance. This determination will be made as if it concerned the white
and black marbles in a vase. By taking conveniently as much for the limits as for the
number of objects submitted to the review, the probability of which there is concern
could differ from certitude as little as one wishes.

Thus, the question that we ourselves are proposed being to resolve, a supplier could
serve himself with it in order to reduce, to about the twentieth part, a mechanical and
most often very fatiguing work, as the review of a very great number of sacks of flour
or of pieces of cloth. Seeing the importance of a similar reduction, it is astonishing that
the question proper to bring it about has not been conveniently treated; for the solutions

*Translated by Richard J. Pulskamp, Department of Mathematics & Computer Science, Xavier Univer-
sity, Cincinnati, OH. October 23, 2011



that we have of them are not very exact and not very conformed to the principles of the
analysis of hazards.

2. We enter into the matter, and in order to set us to carry it to the majority of
readers, we will serve ourselves in this extract, only with the most elementary analysis.
We will begin with a question different from that which we ourselves have proposed
and incomparably simpler.

One is certain that a vase contains a given number of white and black marbles
without mixing any other color. One does not know absolutely the proportion of the
two colors. The vase is able to contain only some white marbles or only some black
marbles, or the one and other color and in a ratio that we know nothing of it. But the
total is known. One is equally certain that one will withdraw from the vase, or that one
has already withdrawn from it, a given number of marbles that we will designate by [.
One demands the probability that in this number [ there will be n white marbles and m
black.

This question is resolved by this principle, the simplest, which returns to the same
definition of the probability or of its measure. In fact among the [ marbles withdrawn,
or to withdraw, there is able to be

black marbles.
All these different hypotheses, in number [ + 1, being equally possible, the proba-
bility of each of them, and departing from that which we have seen, will be

1

I+1

3. We resolve the same question by another process. The comparison of the two
results will be useful to us.

We designate by s the total of marbles in the vase. Out of this number there is able
to be




for measure of its probability. Thus, by admitting that there is in the vase x white
marbles and y black marbles, that which requires that one have

T+y=s,
the probability of this hypothesis, as that of each other, will be

1
s+1°

We suppose now that the hypothesis of which there is concern is certain, that is in
the vase there is found effectively « white marbles and y black marbles; and we see the
probability that out of [ marbles one will withdraw n white and m black.

We partition, by thought, the s marbles of the vase into groups, each of [ marbles;
there will be, as one knows, by the theory of combinations,

s(s—1)(s—2)...(s=1+1)
1.23...1

different groups, therefore as many possible cases; and as we have no place to believe
that one will withdraw one of these groups rather than another, all these cases will be
equally possible.

Now in order to have the favorable cases, note that you have x white marbles and
y black, and that by partitioning the first into groups by n, the last into groups by m
marbles, you will have respectively

zz—1)(z—2)...(x—n+1)
1.23...n

and
yy-Dy-=2)...(y—m+1)
1.23...m
groups. By combining them among themselves, there will come to you

zz—1)(x—=2)...(z—n+1) yy—1)(y—2)...(y—m+1)

1.23...n 1.23...m

groups of n white marbles and of m black marbles. This number is also the one of the
favorable cases. You will have therefore
123, dz(z—1)(x-2)...(c—n+Dyly -y —-2)...(y —m+1)
1.23...n.1.23...m.s(s—1)(s—2)...(s =1 +1)

for the sought probability.

For brevity, we will make use of a known notation which serves to represent that
which one calls the factorials or powers of the second order. By this notation a product
such as

2e—1)(z—-2)...(z—k+1)

is represented by
[2]".



The letter z is able to be any number, but & is necessarily whole. This put, instead

of
1.2.3...1
one will write
U
likewise
[2]™

will be the same thing as
zx—1)(r—2)...(x —n+1)etc.

Hence, the probability of the extraction of n white marbles and of m black marbles,
under the hypothesis admitted and supposed certain, will become

But the hypothesis being only probable, it is necessary to multiply the preceding
probability by that of the hypothesis, that is by

1
s+1°

Then, the product
(1] ] [y]™
[n}n[m]'rn[s + 1]l+1

will be the composite probability, that the vase contains x white marbles and y black
marbles and that, out of [ marbles that one will withdraw from it, n will be of the first
color, and m of the second.

If, now, we substitute for x and y all the positive whole numbers and zero, which
satisfy the equation

r+y=s,

we will have the similar probabilities, relative to all the hypotheses that one is able to
make out of the proportion of the white and black marbles in the vase. The sum of
these probabilities is evidently the result that we seek, namely the probability, that a
vase containing s marbles, as many white as black, and in a ratio completely unknown,
out of [ marbles that one will draw from it, n will be white and m black. On the other
hand, the same probability being the fraction

1
I+
the sum of which there comes to be question, will be equal to this fraction. Therefore,
if we designate by S, placed before a function of = and y, a sum of the values of this
function, relative to all the x and y which, satisfying the equation

z+y=p,



are positive integers or zero, we will have

Wl 1
[l ml s+ 4 1+ 1

S
But as under the sums that S indicates, there are only variables x and y, we will

be able to write the preceding equation under this form

]! o
s S =

and we will deduce

[ [m]™ [ + 1]+
(14 1]+

) Sala]"[y]™ =

One is able to regard this equation as a whole small theorem of the calculus in finite
differences. It had been very easy to demonstrate it by the principle of this calculus,
but then one would have been able to believe that we ourselves are deviated from
elementary analysis.

We will remark in passing that, in order to have made use of the notation of the
factorials, and despite that we will serve ourselves in the following with some consid-
erations relative to finite differences, we do not believe to overtake the principles of
the simplest algebra. Because the first notions of the factorials, in the same way as the
elements of the calculus of finite differences, especially when the concern will be only
of rational functions, are able to be carried back to these principles.

In the sum

Ssla]"ly]™

there are some elements which are zero and which are able to not be counted. The
elements of which there is concern are first those which correspond to the values of
x, smaller than n; next, those where y is smaller than m. Thus, without changing the
value, one is able to understand the sum

Salz]"[y]™
only with the values of x and y which, satisfying the equation
r+y=Ss,

are respectively greater than n— 1 and m — 1. In order that we may serve ourselves with
the admitted notation .S, we replace = and y by n + x and m + y: the new quantities
2 and y will be all those which, satisfying the equation

r+y=s-—1,
remain integers and positive without excepting zero. Thus we will have

[n]"[m]™[s + 1]
[+ 1

0y Ssla]" Y™ = Ssaln + 2] [m + y|™ =



4. We suppose now that one has withdrawn from the vase [ marbles, that one has
found, in this number, n whites and m blacks, and that one demands the probability
that, in s — [ marbles not exited, there is found = white and y black.

This is the question that we ourselves have proposed. We have enunciated it, in the
preamble, a little differently, and in a manner more conformed to the spirit of the anal-
ysis of hazards. Because, rigorously speaking, the enunciation of the questions of this
kind must exclude no possible hypothesis a priori; that is before the fact was observed.
But, in demanding that which remains in the vase, after the extraction of the n white
marbles and of the m blacks, we make the fact of which there is concern intervene,
by excluding the hypothesis relative to the numbers smaller than n, for the first color,
and smaller than m, for the second. Now, this diminution of the possible hypotheses
impairs the probability of it a priori, that which could be able to lead sometimes, in
some cases different from the one that we treat, to some inexact results. In the actual
case there is no error to fear; one could even be able to redress the inexactitude over
the probabilities of the hypotheses a priori, by admitting that the numbers of white and
black marbles, left in the vase, are able to be negatives; but of similar hypotheses they
do not appear very natural. Thus, we will seek the probability that the total of the white
marbles is z, and y the one of the blacks.'

Our problem depends on a known principle, by which some facts supposed certain,
or even already observed one reascends to the probability of the hypotheses that one
will have made in order to explicate them. The principle of which there is concern, in
the particular case where a priori all the hypotheses are equally admissible, returns to
that which it follows.

“The probability of a hypothesis is equal to the probability of the fact, drawn from
that hypothesis supposed certain, divided by the sum of the similar probabilities relative
to all the hypotheses.”

We have, for the observed fact, the extraction of n white marbles and of m black.
Before it takes place, all the hypotheses that one would have been able to admit on the
proportion of the white and black marbles, would have one same probability. (Nr. 3)

1
s+1°

Thus we are able to serve ourselves with the principle that we just enunciated. Now
we have seen (Nr. 2) that the probability of the observed fact under the hypothesis
admitted, that is that of the extraction of n white marbles and of m black, by admitting
that the vase contains x of the first color in it and y of the second, is

We divide this probability by the sum

o [y 0 g iy

S m]mlslt o [n]r [m]m [s)!

11t had been simpler to not change at all the enunciation of the preamble. We have gone otherwise into a
particular end which is superfluous to say.



of the similar probabilities, relative to all the hypotheses which are able to explicate the
observed fact, we will have the chance of the admitted hypothesis, this chance will be

(2] [y]™
Ssla]" [y

but
[n]"[m]™[s 4+ 1]
[l 4 1]i+1

therefore the probability of our hypothesis will become

Ssla"ly]™ =

[+ U ol [y
s+ 1T

If we attribute to the quantities = and y some numerical values, the preceding for-
mula will give the probability of these values. The calculation of it will be very easy
by the aid of logarithms. However when the numbers n and m will be very great,
the calculation without being awkward, would become fatiguing by its length. One
will shorten it by serving oneself with the following formula which we give without
demonstration,

_o  (2b+1)log(2b+ 1) — (2a + 1) log(2a + 1)
log[b]"~* = 5

—0.73532 44775 67233 02286(b — a)

A 1 1
12 |2a+1 2b+1

T 1 1
360 [(2a—|— )2 (2b+ 1)2}

31u 1 1

1260 {(2@ +1)5 (204 1)5}

127#[( 1 1 }

C 1680 [(2a+1)7 (20 +1)7

2i—1 _ .
+ (71)i+1 (2 1)Bz/‘ |: 1 1

(20 —1)2  [(2a+1)%-1 (20 + 1)%1
(22i+1 _ 1)Bi—1/1/

_1yi+2
(= (i+1)2a+1,2b+1)

242 (b~ a).

and for the usage that one will make it is not necessary to possess the demonstration of
it. One has designated: by u, the modulus of the ordinary logarithms, so that

log = 9.63778 43113 00536 78913,

by (2a 4+ 1,2b + 1), a number comprehended between 2a + 1 and 2b + 1, and by B;,
the number of Bernoulli of n° 7. Here is, according to Euler, the first fifteen of these



numbers

1 L L L 5
67 307 427 307 667
691 7 3617 43867 174611
27307 6’ 510 7 798 330
854513 236364091 8553103 23749461029 8615841276005
138 2730 6 ’ 870 ’ 14322

5. We examine the change that the probability experiences

[+ 1] ] [y ™
[n]"[m]™[s + 1]+

when one will attribute to x successively the values
n, n+l, n+2,...s—m
and to y the corresponding values
s—n, s—n—1, s—n-—2,...m.
It is clear that it will suffice for us to examine the march of the factor

(] [y)™

which alone varies with = and y.
The difference between two consecutive values of this factor is

[z + 1"y = 1™ = ] [y]™

or else
(2] Hy = 1™ (ny — ma — m).

As long as it will be positive, the product
[=]"[y]™

and hence the probability
[+ 1" ] [y ™
[n]"[m]™[s + 1]+

will increase with x. But, on the contrary, they will diminish when = will increase,
all the time that this difference will be negative. It follows from it that the greatest
probabilities, that is the most probable hypotheses, will correspond to the value of =
for which the difference of which there is concern will pass from the positive to the
negative. Now, as the factor

(2] y — 1!

is always positive, the sign of the difference will be the one of its other factor

ny —mr —m



the one here has its greatest value
n(s—1)—m

when x = n, y = s — n; next, it diminishes without ceasing in measure as x increases,
and it diminishes from [ for each unit increase of x, its smallest value

—n(s—141)

corresponds to x = s — m, y = m, it is evidently negative. Thus the factor of which
there is concern changes necessarily in sign by passing from the positive to the negative,
and changes only one time. It will be likewise for it for the entire difference

[z +1]"ly = 1™ =[] [y]"™

Therefore, unless that here, in passing from the positive to the negative, it not become
zero, the probability will have only one maximum, that is that it will have only one
hypothesis more probable than all the others. But if the difference of which there is
concern could become zero, then it would have two probabilities equal between them
and superior to all the others. Namely that there would be two hypotheses equally
probable and more probable than the others.

In order to determine x to which corresponds the change of the sign of the factor

ny —mx —m
we replace there the quantity y by its value s — x, there will come
ns —ler—m

or else
n(s+1)—1l(z+1).
It is clear that by taking for x + 1 the greatest integer e contained in

n(s+1)
l

one will have a positive result; but one will obtain a negative from it, by making =
likewise equal to the integer of which there is concern. Thus the change of sign of the
difference holds for

xr =e€

and holds only for this value. It follows next that the greatest probability corresponds
to x = e, that is the most probable hypothesis, out of the number = of white marbles
and the one y of black marbles, is this here

r=e Yy=s5—e.

Or else, in order to not introduce a new letter e, the most probable hypothesis
corresponds to the values x and y, respectively equal to the greatest integers contained
in

n(s+1 m(s+1
( l+ ) ang ™ z+ )




The probability of the other hypotheses diminishes in measure as they deviate from
this, so that the most probable hypotheses group themselves about the most probable
of all.

We note however that if the quotients

n(s+1) m(s+1)
I l

were integers, and they would be so evidently at the same time, then the expression
n(s+1) —Il(xz +1),
and, next, the difference between two consecutive probabilities, would vanish for

R Clt Y
l
there would be therefore two equally probable hypotheses, and of which the probability
would surpass that of all the other hypotheses.
The two most probable hypotheses would correspond the one to
1 1
pont) o mls )
l l
the second to ) )
ponlst) m(sen)
l l
The other hypotheses would be so much more probable as they would approach more
to these two here, and in measure as they would deviate from it, their probabilities
would proceed by diminishing.

If one wished to consider the s — [ marbles left in the vase, instead of the total s,
it would be only to set x — n and y — m in the place of x and y. Thus, one will have
the most probable hypothesis, out of the number of white marbles left in the vase, by
making this number equal to the greatest integer contained in

n(s+1)
l

—n
or in
n(s—1+1)
l
this which gives, for the number of black marbles, the greatest integer contained in

m(s—1+1)
-
The two hypotheses equally probable and surpassing all the others in probability, when
they would take place, would correspond the one to
n(s—1+1)

-1
l

10



white marbles and

m(s—1+1)
l
black marbles; the other to
n(s—1+1)
l
white marbles and
m(s—1+1) 1

black marbles.

6. The probability that any one of many hypotheses will take place, is the sum of
the probabilities of these hypotheses. Thus the probability that the total of the white
marbles is one of the numbers

a, a+1, a+2, a+3,...c
will be obtained by making the sum of the expressions

[+ 1] ] [y ™
[n]" [m]™[s + 1)1+

relative to all the values of z, from a to c inclusively, and to the corresponding values
of y, that is from y = s — a to y = s — c inclusively. Now, by making

s—c=b

it is easy to be assured that the sum of which there is concern returns to that of the
expressions
[+ 1% a + z]"[b+ y™
[n]"[m]™[s + 1]+
relative to all the values of = and y which, being positive integers, or zero, satisfy the
equation

r+y=s—a—-b=c—a,
or, by designating for brevity s — a — b or ¢ — a by g, to that here
T+y=gq
therefore the probability in question will be expressed by

[+ 1) Sgla + 2]"[b + y]™

w "] s + 10757

and in order to have it the concern will be only to find the sum

Sqla +2]"[b+y]™

11



this which will be made in the instant, if the quantities a and b would not surpass
respectively the exponents n and m of the factorials; for one would have then

Sqla +a]"[b+y™ = Ssla]"[y]™

But most often a will be greater than n, and b greater than m, the equation which pre-
cedes therefore is not able to take place; this which obliges us to develop the binomial
factorials

latz]"  [b+y™

by aide of the known formulas, for the binomials of this kind, and which are demon-
strated as easily as the binomial of Newton. These formulas are

n2 n3 i . ni ) .
la+ 2] = [a]" + [ fa] o] + [[2]]2[4“[9512 n [[3]]3[(1]”%}5 oo i

byl = b + et + P gy o T sy g P e

We will have been able only to have cited these developments, but we are going to
demonstrate them in favor of the readers not geometers to which this extract is destined.
It is first easy to be assured that not only the factorial

[a +a]"
but a rational and any integer function of x is able to be set under this form
A+ Aj[z]t + Az + -+ Ajfz]' + - Ay ]

A, Ay, Ag, ... A, being some numerical coefficients depend on the function. We make
consequently

[a+2]" = A+ Ay[z]' + Ag[z]® + -+ Ag2]* + - - A, [2]"

and we suppose that z varies from unity; we take ¢ times in sequence the finite dif-
ferences of this equation. In order to arrive there, the reader will note that the finite
difference of a factorial as
[ + 2]
in the admitted hypothesis, that is when x varies from unity, is
[a+z+1]7—[a+2]? =qla+ )7

In regard to this remark, one will find successively

nla+a]" 7t = Ay + 245 2] + 34302 4+ iA 2] T 4 nAg ]
[n)2[a + z]" 72 = [2]2Aa + [3]2 As[x]" + [42Aufz)? + - + [P Ai[2] 72 4 - 4 [n]? Ay fz]" 2
nPla+ 2] = [3]°As + [4]PAgfa] + - + [PA[2] 72 + -+ [n]P A, [2]" 3

[ la+2]" 7" = [l Ai + [i + 1) A 2] + -+ [0 Ap 2]

12



We make = = 0 in the last of these equations, there will come

whence

==

one will find the quantities
Ao, A1, Az, As... Ay

and one will encounter the exactitude of the factorial binomial cited above. And it is
clear that the other factorial
[b+y]™

is susceptible of being treated in the same manner and will furnish some similar results.
Supposing that the reader has formed a clear idea of the binomial factorials, we
write them, for brevity, by aid of the summation sign in the same way as follows

gl = 3 S I g
e S LU
whence
k=m i=n [m]k[n}’
S(J[a—’—x}n[b—’—y]m = e [/ﬂ]kml [CL] [b}m Sq[ ] [ ]

Now, by virtue of formula (I),

i) [R]4g + 1]44+1

% k __
Sq{x} [y] - [Z-l—k-l— 1]i+k+1
therefore
k=m i=n n z[b]m—k[ i+k+1
n m o__ q + 1]
Sq[ b+y] Z Z Z+k+1]z+k+1
=0 ¢=0

By substituting this expression into formula (A), the probability that this formula rep-
resents will become
k=m i=n [m a ip|m—k 1]itktL
[+ 14 Ty iy e g
[MWme+H“1

13



7. The formula that we just found is able to be considerably simplified, either by ef-
fecting the summation relative to one of the two indices, i or &, or by the considerations
that we are going to expose.

It is convenient first to distinguish the smallest of the two numbers m and n. We
suppose that the first is it. We note next that the formula to simplify represents the
probability that the total of the white marbles is one of the numbers

a, a+1, a+2,...q+a.

We make a = 0, we will have the probability that the total of which there is concern
not surpass ¢, and this probability will be incomparably simpler than the preceding. In
fact, for a = 0 the quantity

or rather this here

is zero, all the time that ¢ differs from n, and it becomes unity, when ¢ = n; it follows
from it that the sum relative to 7 is reduced to its last term, that is to the one which
corresponds to ¢ = n, and hence the probability will become

[l + 1]l+1 k=m [m]k[b]nL—k[q T ”n-&—k—l
[m]™[s + 1]+ [n+ k + 1]n+k+l

k=0

This is the probability, that the total of the white marbles not surpass ¢, or that the
total of the black marbles is not smaller than b = s — ¢. If we change ¢ into p and b
into a, this last letter having a signification totally different from that just now, we will
have

[l + 1]l+1 k=m [m]k[b}mfk[p + 1]n+k71
[m]'m[s + 1]l+1 [n_|_ k + 1}n+k+1

k=

(e}

for the probability, that the total of the white marbles is at most p, or that the one of the
black marbles is at least a = s — p.
Therefore, by supposing ¢ > p, the difference

[l + 1]l+1 k=m [m]k

s+ T 2 o et (A7l 2 = ) p 1

k=0

will represent the probability, that the total of white marbles is greater than p, but not
surpass ¢, that is that it will be one of the numbers

p+1, p+2, p+3,...q

14



Now

[+ 1) = [+ 1™ [n+ 1T
[n+k+ 1" = [n+ k41" [n + 11!

PR O

A" = T
m—k __ [b]m

o™ = [b—m + k]*

[p+ 1}n+k+1 — [er 1]n+1[p o n]k
[q + 1}n+k¢+1 — [q + 1]n+1[q o n]k
therefore the preceding probability will become

k=

3

L+ 1 g + 1] i

[m]™[p + 1]+

[m] lg —n]*
[n+k+1)%[b—m+ k]

il p— )
[n+k+ 1% [a —m + k]*

(]

ol
SO

[l + 1" [a]™[p+ 1]"*!
[m]’m[p+ 1}1-&-1

b

=0

It is convenient to examine the succession of terms of the finished series

=

S lq —n]*
kZ:: [n+k+1]% [b—m+ k¥

[}

and

k=m k k

[m] [p —n

kzzo [n+k+1]%[a—m+ k]F

It is clear that it suffices to consider one of them alone, for example the first, for the
two series are of like nature.

We make . .
P U L R
e
[n+k+1]% [b—m+ k¥
we will have
b m lg—nf )t fg—n)
M T i k2 b—m+ k+ 15T [nk+ 1)F [b—m+ kJF
namely
m—k qg—n—k
Piyw1— P, =P -1
bR k<n+k+2b—m+k—1 )
or else
Pk+1*Pk:Pk(l+2)(q+2)7(S+3)(k+n+2)

(n+k+2)(b—m+k+1)

15



One will judge, in each particular case, by the sign of the quantity
(1+2)(q+2) = (s+3)(k+n+2),

if the terms of the series that we consider proceed increasing and to what value of k&
they will increase. For they will finish necessarily by diminishing, since k£ becomes m,
the quantity

(1+2)(g+2) = (s+3)(k+n+2),

obtains a negative value
—(l+2)(s—qg+1).

This quantity
(14+2)(q+2) - (s+3)(k+n+2),

diminishes from s 4+ 3 when £ increases from unity, that is when one passes from one
term to the following. It becomes negative, in the greater part of the cases, from the
first terms, and one time negative, it will no longer change sign; therefore, most often,
by departing from a term little deviated from the origin of the series, this here will
diminish continually.

In the practical applications, one will fix the values of p and ¢ in a manner to have
regard only to the hypotheses which enjoy a certain probability, and which, as we have
seen, group themselves about the most probable hypothesis. This here corresponds to
the greatest integer contained in

n(s+1)
l )
one will take the number g greater than this integer, and p smaller. But it is not nec-
essary that they deviate from it equally. By fixing the number of hypotheses that one
judges appropriate to consider, that is by fixing the difference ¢ — p, one will make
rather

n(s+1) —n(qg—p)
!

_n(s+1)—m(g—p)
l

for the most probable hypotheses will be very nearly between these limits.

p:

8. The sums: .
LSY L e
= [n+k+ 1]y —m+kJ*
and
k=m

[m]*[p — n]*

1
+ ; [n+k+1)*[qg —m+ k]

are able to be calculated, by aid of logarithms rather easily, and especially if one is
taken conveniently and that m is not a very great number. We have replaced ¢, b, a,
respectively by x, y, q.
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In order to execute the calculation of which there is concern, one will partition a
sheet of paper into ten vertical columns, sufficiently large in order to contain, each,
nine to twelve digits. At the top of the first column, one will set the general term

[m]*[p —n]*
[n+k+1]%[g — m + K]k’
of the second sum that, for brevity, we will designate by Py, and one will set it in
order to note that this column will contain the values of Py relative to the different
indices k. At the top of the second column, on the same line as Py and to the same
purpose, one will write Log Pj,. Next to the third, fourth, fifth, tenth column one will
set successively, always on the same line,

Log (g—m+k), log(p—mn), logm, Log(n+k+1),
log(x —n), Log(y —m+k), Log X, and Xj.

One will underscore all these indices and one will have a kind of table as is here

Py | LogPy | Log(g —m + k) | log(p —n) | logm | Log(n+k + 1) | log(z —n) | log(y —m + k) | LogX}, | X

For brevity, one designates by X}, the quantity

[m)* [ — n]*

[n+k+1)*y —m+ k]F
and the characteristics log and Log represent the logarithms of Briggs and the arith-
metic complement of these logarithms.?

This being, in the fifth column, marked by log m, under the horizontal stroke one
will write the logarithm of the number m, that one will find in the tables, and immedi-
ately below, the one of the number m — 1. One will take care to underscore the last.
Next, leaving enough space in order to be able later to write a line, one will set the log-
arithm of the number m — 2, and one will underscore it. One will defer anew one line
and one will write, by underscoring it, the logarithm of m — 3. One will continue like-
wise until one arrives to the logarithm of unity that one will write also by underscoring
1t.

Here is the beginning of the fifth column.
log(p — n) logm Log(n + k+1)
1.301 03000
1.278 75360
1.255 27251
1.230 44892

1.204 11998

2Translator’s note: The logarithm of Briggs is the common logarithm. That is, logz = log,g z. Log
z =10 — log x.
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One has made m = 20 and one is served with table to eight decimals.
Just as one has written in the fifth column the logarithms of

m, m—1, m-—2,...2, 1
one will write in the sixth the arithmetic complements
Log(n+2), Log(n+3), Log(n+4),...log(n+m), log(n+m+1).

Thus one will set, immediately, without the horizontal stroke, on the same line
as the logarithm of m, the arithmetic complement of the logarithm of n + 2; next,
immediately below, the arithmetic complement of log(n + 3). One will underscore
the last and leaving the place for one line, one will write the arithmetic complement
Log(n + 4), one will underscore it etc.

Absolutely in the same manner one will write, in the seventh column, the m loga-
rithms of the numbers

r—n, x—m—1, x—nm—2,...t—m—m+1,
and in the eighth the m arithmetic complements
Log(y —m+1), Log(y —m+2), Log(y—m+3),...Logy

next, without changing anything to the process, one will set into the third column m
arithmetic complements

Log(q —m+1), Log(q—m+2), Log(q—m+3),...Loggq

and in the fourth the m logarithms

log(p—n), log(p—mn—1), log(p—n—2),...log(p —n—m+1).

By underscoring the numbers in the different columns, thus it has been explained,
take care that one same horizontal trace passes in all the columns, and underscore
immediately all the corresponding numbers. One would be able to rule a sheet of paper
conveniently for this object.

Note that in each column you have to write only the logarithms, or their arithmetic
complement, of the numbers which follow immediately, this which is a great conve-
nience.

This put, by commencing with any one of the six columns, one will add the first two
numbers written above the one immediately under the other. One will write the sum
under the trace which passes below these numbers, and as soon as it is written, one will
add the number which is found immediately below, by writing the new sum under the
trace which underscores this number; to this new sum one will add the number which
will be found immediately below, and one will write the result in the place preserved
for that below the last number. One will continue the addition in the same manner until
all the column will be exhausted. Here is the commencement of these additions for the
fifth column.
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log(p — n) logm Log(n +k+1)
1.301 03000
1.278 75360
2.579 78360

1.255 27251
3.835 05611

1.230 44892
5.065 50503

1.204 11998
6.269 62501

One will make absolutely the same addition and in the same order in all six columns.

The operations of which there is concern achieved, one will commence anew. One
will add the first four numbers which are found under the first horizontal trace in the
fifth, sixth, seventh and eighth column, and after having taken off from the sum ten
units, one will write it in the ninth column. One will add next the four numbers which
are found immediately below the second horizontal trace, in the same columns one will
take off three tens from the sum, and one will set the result in the ninth column under
the one which is found already; one will continue the addition until that which one
has added, by four, all the numbers which are under the horizontal traces in the fifth,
sixth, seventh and eighth columns, one will add only these numbers, without touching
those which are below horizontal traces, and after each addition, one will subtract from
the sum twice as many tens, less one, as there are units in the No. of a horizontal
trace under which were the numbers added; thus, for example, the last four numbers
are found under the trace No. m. One will subtract from their sum (2m — 1)10. One
will write all the results, the one under the others, in the ninth column, so that after the
operation this column will contain m numbers.

That which one will have done with the numbers of the fifth, sixth, seventh and
eighth columns, one will do with those which are in the third, fourth, fifth and sixth
columns, and one will write the results in the second column, this which will make
arrive in this column m numbers, that is as many as in the ninth.

Considering the numbers that we just described in the second and the ninth column
as the arithmetic complements of the logarithms, seek the corresponding numbers and
write the result relative to the ninth column, in the tenth, and in the first, those which
correspond to the second column. Next add all the results of the tenth column together,
and those of the first together, you will have the two sums

k=m
> X
k=1
and
k=m
Py
k=1
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By adding the unit to each sum, one will have the values of

k=m
1+ > X
k=1
and
k=m
1+ Z P
k=0
We designate these values respectively by Y and (Q and we find the logarithms
logY
and
log @
by the tables.

All this done, we return to the probability that we have in view. By introducing the
letters Y and @, it will become

L+ 2"l + 20 [ 1) g+

[m]™[s + 1)+ [m][s + 1)+

It is easy to calculate each term of this difference, or rather the logarithm of each
term. In fact, the one of the first is

log[l + 1]™ + log[y]™ + log[z + 1] — log[m]™ — log[s + 1]" ™! 4+ log Y’
Now from these five logarithms one comes to find the last log Y'; the fourth
log[m]™

is found in the fifth table. It is the last number of this table. The sixth and the eighth
tables will furnish log[l + 1]™ and log[y]™, because

log[l + 1]™ = 10m — the last number of the 6th table,
log[y]™ = 10m — the last number of the 8th table.

There will remain therefore to calculate only
[z 4 1]"" and [s + 1)'!

this which will be made by the formula of No. 4.
The logarithm of the term

[+ 1) g™ [p + 1]"*!

s+

will require only the calculation of

log[p + 1]"**
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all the other logarithms are known, or are found with ease. In fact, the only thing that
one has not yet calculated, beyond log[p + 1], is log[¢]™; now we have log[q]™ =
10m— the last number of the third table. While for the log[p + 1]"! one will find it
by the formula of No. 4.

9. The probability

[+ 7y e+ 1t D [m)* [ — n]*
[m][s + 171 [0+ m+ [y — m + k]F

L [m]"[p — n]*
[n+m+1kly —m + k]¥

=
(=)

3

7

R R
[m]m[s + 1]i+1

k=0
is able to take this other form
o 1]i+1 k=m [+ 1]*[y]* l+1km l+1
- EZ
[s + 1]+1 prd [k]¥[z — 1 + k]* s+1l+1 —l+k]

but this here is less convenient for the calculation, than the preceding, because the sums
which are found contained there have generally some considerable values. In fact, by
designating
[+ 1% [y)*
[k]F[x — 1 + k]F
by Y}, we will have

Voo - Yi- v, (((l—k:—i—l)(y—k:) _1>

k+ Do —l+k+1

or else

(I+2)(y+1)—(s+3)(k+1)
(k+D(z—-1+k+1)

the numerator (I 4+ 2)(y + 1) — (s + 3)(k + 1) will be positive all the time that & will

differ from m; it follows that the terms of the sum

[+ 1]*[y)*
(5] [n — 1 + KJF

Yig1 - Y =

k=m

k=0

will proceed increasing by departing from the first which is unity.
Thus we will hold ourselves to the first form. However if the number m were very
considerable, the sums

b
I
3

[m)* [z — n)*

[n+k+ 1%y —m + k]*

e

=1

and

>
Il
3

[m]*p — n]*
[n+k+1]%[g—m+ k]*

=

=1
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which are contained there would be composed of a great number of terms, and the
calculation would become painful. It would be necessary then to recur to the process
that we give in the memoir, but which requires the use of the definite integral, and
which belongs to transcendental analyses.

10. We apply the formula of No. 8 to an example.

We suppose that the vase contains 10000 marbles, and that having withdrawn 100
of these marbles, one has found of the 80 white and 20 black.

The greatest integers contained in

n(sl—i- 1) and m(sl+ 1)

that is in
80.10001 and 20.10001

100 7100
are 8000 and 2000; thus the most probable hypothesis corresponds to 8000 white mar-
bles and 2000 black marbles. We determine the probability that one of the 200 hy-
potheses, neighboring the most probable, will take place. If one would wish that these

hypotheses be the most probable of all the others, it would be necessary to take very
nearly

x = 8040 therefore y = 1960
p = 7840 therefore ¢ = 2160

but, by a reason that is useless to explicate, we do not admit this hypothesis. We will
make

x = 8100 therefore y = 1900
p = 7900 therefore ¢ = 2100

The sought probability will become

[101]2°[1900]2°[8101]* . [101]*°[2100]°[7901)*"
[20]2010001] 101 [20]20[10001] 101

in order to have Y and P, we execute the calculation which is found in the adjoined
table.

The first and the last columns of this table furnish

k=m
> Xi = 5.551887
k=1
k=m

Z P, = 3.616786
k=1

22



therefore

Y = 6.551887
@ = 3.616786

and

logY = 0.816 36640
log @@ = 0.664 33964

Moreover, by the fifth and sixth columns

log[20]?° = 18.386 12463
log[101]%° = 200 — 160.788 88772 = 39.211 11228

and by columns eight and three

log[1900]%° = 200 — 134.468 50679 = 65.531 49321
log[2100]*° = 200 — 133.595 02961 = 66.404 97039

there remains to find the three logarithms
log[7901]31,  1og[8101)%, log[10001]*°*

Now the formula of No. 4 gives

15803 log 15803 — 15641 log 15641
o 2

—0.735 32447 76.81 +

log[7901]%!

27Tm
2.15641.15803
=315.531 54589,

16203 log 16203 — 16041 log 16041
log[8101]5! = 6203 log 6032 6041 log 160

3m
5347.10802

—0.735 32447 76.81 +

=316.417 35463,
20003 log 20003 — 19801 log 19801
2

—0.735 32447 76.81 +

log[10001]'* =

101m
6.19801.20003
=403.784 35109.

It was useless to take more terms of this formula, because that which has been

neglected attacks only the decimals of an order quite more elevated than the one where
we have stopped ourselves.
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This put, we have

[101]2°[1900]2°[8101]3
[20]20[10001] 101

Y =10+ 39.211 11228 4 65.531 49321 + 316.417 35463

+0.816 36640 — 18.386 12463 — 403.784 35109
=9.805 85080,
[101]2°[2100]2°[7901]3!
[20]20[10001]101

Q =10+ 39.211 11228 + 66.404 97039 + 315.531 54589

+ 0.664 33964 — 18.386 12463 — 403.784 35109
=9.641 49248.

By passing from logarithms to numbers, one finds, for the sought probability,

0.639515 — 0.438019 = 0.201496.
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